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Abstract

First draft of the notes for Session 2. Any feedback is appreciated as well as reporting
typos. Good references for this Session are [1-8]. The material here provides the very
first steps of incredibly vast topics in Physics and Mathematics. I have not attempted to
be exhaustive, but comprehensive. Thus, the effort is put in linking key ideas that might
have broad applications and generalisation.
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The goal of this session is to study slightly non-trivial gauge fields and their associated theories.
Mostly, we deal with non-trivial topology and its effects on Physics. We introduce the concept
of geometric phases and observe a topological instance of a Berry phase in the Aharonov-
Bohm effect. We also explore the natural appearance of Chern-Simons theory and its link with
statistical transmutation.
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Session 2

1 Crash Course on Topology in Physics

Topology is often introduced in Physics as a branch of Mathematics dealing not with shape, but
with the overall structure of spaces, their deformation and the immutability of some properties.
This is often illustrated by the famous example of a coffee cup being continuously deformed
into a doughnut, which makes the two objects topologically equivalent. Sometimes one is left
with the feeling of not understanding the implications of this example. Hence, let me start
rather differently.

Geometry is local and quantitative.
Topology is global and qualitative.

Topology in Physics is very much related to counting in integers. There are only a few
things that do not vary continuously, the number of holes in a surface is one, knots in a string
is another. Similarly, we can count the number of singularities, twists, branch-cuts, or dis-
continuities of a function in a given space. Let us refer to these collectively as defects when
discussing Physics and holes when discussing Mathematics. We can classify objects according
to the number and type of defects they have. We then say that the coffee cup and the dough-
nut are of the same type, while the circle and a disk are not. Furthermore, we can define
closed paths (i.e. loops) enclosing these defects and count the number of times one can cir-
culate around them. Altogether allows us to classify objects according to a set of topological
invariant quantities and define equivalence classes. Two families of these invariants are: (i)
Homotopy groups 7,(X), classifying topologically equivalent mappings and; (ii) Homology
H,(x) and Cohomology H”(X) groups, classifying topologically equivalent manifolds. Homo-
topy deals with the connectedness of paths, their continuous deformation and their relation
to holes. Homology and Cohomology deal with the definition of those holes as well as the
connection of spaces and their boundaries. In the following we will make these notions in (i)
precise. Despite their importance, for conciseness, we will not cover (ii) in this piece of work.
Once again, we refer the interested reader to the canonical texts [1-3].

Topological Equivalence

Homeomorphisms define equivalence relations between topological spaces X; ~ X,.

If connected by an homeomorphism, two spaces are topologically equivalent. Topologi-
cal invariants are quantities that do not change under homeomorphisms. Three funda-
mental topological invariants are (i) dimensionality, (ii) compactness and (iii) connect-
edness.

A manifold X is a topological space that locally looks Euclidean, meaning it is locally home-
omorphic to RY or C4, but not necessarily globally. In more familiar terms, manifolds are the
generalisation of the idea of curves and surfaces to arbitrary dimensional objects. In the vicin-
ity of each point in X one can define a local coordinate system, so that a point is represented
by a set of numbers x = (x,...,x?). An homeomorphism defines the mathematical equiva-
lence of “being able to deform an object into another continuously”. That is, there is a map
f : X —> Y that has an inverse f ! : Y — X and both are continuous. In this way, the coffee
cup is homeomorphic (e.g. equivalent) to the doughnut. This allows defining equivalence
classes connected by homeomorphisms. Then, topological invariants are quantities allowing
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to identify non-homeomorphic spaces, and are conserved under homeomorphisms. A diffeo-
morphism is a similar map but in which the requirement is not for it to be continuous, but
differentiable. A homotopy type is similar to an homeomorphism but without the need for an
inverse.

Imagine now a a punctured plane and two loops a and 3 defined as closed paths on its
surface. If a encircles the hole and 3 does not, we say a and 3 are homotopically differ-
ent because we cannot continuously deform one into the other, however 3 is homotopic
(e.g. deformable) to a point as it can be retracted to it (see Figure 1a). A Mébius strip
and a normal closed strip are homotopic, as they both can be deformed into a circle, but
they are not homeomorphic. A circle S! and a punctured plane R? — {0} — and more
generally 971 and R? — {0} — are homotopically equivalent.

An equivalence class of loops [a] is the homotopy class of a. The set of homotopy classes
of loops at x € X is denoted by 7, (X, x) and known as the fundamental or first homotopy group
of X at x. The basic idea of the fundamental group is to test and assess connectedness by con-
sidering loops in space up to continuous deformation. Hence, a space X is simply connected
if it has no holes, meaning it is path-connected for every x € X, and thus 7;(X,x) = 0. We
then, see that m;(R?) = 71(C%) = m;(D?) = 0 since they have no holes but 71(S') = Z since
the circle has a hole and one can wrap a line around it an integer number of times; think of
wrapping a rubber band on a finger. For a torus, we find m,(T') = 7,(S* xS!) = Z®Z as one
can find two independent types of non-contractible circles on its surface.

One can generalise this scheme by increasing the dimensionality of the “wrapping object”,
so 7,(X,x) known as the n-th homotopy group is to be thought as the number of times one
can non-trivially wrap an n-dimensional object on a d-dimensional space. Wrapping a cir-
cle on a sphere is trivial 7t1(S?) = 0, similar to wrapping a sphere on a circle m,(S!) = 0.
However, wrapping a sphere on a sphere is m,(5?) = Z. Finally, wrapping a 3-sphere on a
2-sphere is highly non-trivially 715(S?) = Z and is known as the Hopf invariant, while the
corresponding mapping is the Hopf fibration. In general, m,(S%) = Z for n = d, and the as-
sociated topological invariant in a Physical setup is, given a map 7 : S¢ — S9, where field
f(x)= (" n',..., 7% €89, so |7#|> = 1. We find the topological charge to be

Q= Qid w d9x e 0(x) aulnl(x) R n(x), D
where Q,; is a normalisation constant related to the d-dimensional volume element. Homo-
topy can also be combined with our knowledge of fibre bundles, so that now not only can
we determine local geometric properties of a gauge connection, but also global topological
properties of the bundle by computing the relevant homotopy invariant of the corresponding
Lie group, for instance 7T3(S U(2)) = Z, which signals the degree of twisting in the fibres.

1.1 My First Topological Defect

Let us consider a velocity field of some fluid expressed as the gradient of a scalar field v = V0 (x)
or, in mathematical language, as a mapping v: X — M . Assume there is a defect in the fluid,
in particular a vortex line. We can define a circle X = S! around the defect. The order param-
eter space is M = U(1), so the associated homotopy group is 7w;(M) = Z. In a way, what we
are saying is that if we take the circulation of the velocity field around the defect

W= } v(x) = é VO(r,p)=2n[0(p =21)—0(p =0)] =2nN (2)
st s1

3
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(a) (b)

Figure 1: Deformation retraction of a closed contour to a point for two topologically
distinct scenarios.

its values are quantised in terms of an integer known as the winding number N € Z, which
counts the number of wrappings in field space. This is equivalent to saying that 6(x) is multi-
valued, and thus, that it is not irrotational V x V6 # 0. In fact, it is ill-defined at x = 0.

The idea discussed above can be applied to gauge fields, or more generally, gauge forms
with group structure U(1). If we consider a gauge connection 1-form A = A; dx! and define
the curvature 2-form F = dA, we can integrate the 2-form over a 2-chain fRz F(x) = 2mc,.
This roughly corresponds to the magnetic flux. Now, we can imagine a particular instance of
a locally flat gauge connection F = 0, such as in the Aharonov-Bohm effect. By Poincaré’s
lemma we know we can write A = d6, so that ¢; = Z is a topological invariant known as the
first Chern number. See Appendix A for more details.

The physics connection comes from understanding that “integrating” is, to some extent,
“wrapping”. Integrating matter or gauge fields that contain defects at a given location
x often leads to topological quantisation. Furthermore, one can classify types of defects,
field configurations and even phases of matter based on these criteria [7,9, 10].

1.2 To Remove or Not To Remove... Gauge Fields

A gauge transformation connects locally different, but equivalent, gauge fields A,(x) and
A;A(x) giving rise to the same curvature or field strength F,,(x). In practice, this amounts
to adding a total derivative to the gauge field to find a gauge-transformed configuration with-
out altering the Physics. Certain configurations or gauge orbits are equivalent — or can be
deformed — to the identity. For an Abelian 1-form gauge field in D = d + 1 spacetime dimen-
sions, a conventional gauge transformation is given by

Ax) — A;(X)=U(X)AM(X)U_1(X)—é[auu(X)]U_l(X)=Au(X)+éaui(X) 3)

where u = 0,...,d. We find the field strength F,,,(x) = 9,A,(x) — ,A,(x) = F‘/”(x) to be
gauge-invariant. Furthermore, matter couples to gauge fields via a gauge-covariant derivative,
which transforms like

D¥(x) — DL¥(x)=3,—igh, ()| ¥ (x)=Ux)[3,—igA, ()] ¥(x) @
where the matter field transforms like ¥/(x) = U/(x) ¥(x), while for the conjugate field
T (x) =) U (x). (5)

Now, since the gauge transformation is given by a unitary matrix &/~!(x) = U'(x), kinetic
terms in the associated Lagrangians and Hamiltonians are invariant to gauge transformations.

4
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If the gauge field can be expressed in the form!
A (x)==i[3,U(x)] U (x) = 8,0 (x) (6)

where ¢(x) is some well-defined scalar field, A, is referred to as a topologically trivial pure
gauge configuration. The associated curvature is F,,,, = 0, so it does not give rise to field
strengths — e.g. electromagnetic fields — and the connection is said to be flat. In addition, it
can be gauge transformed to A;L(x) = 0. That is, it can be removed or trivialised via a gauge
transformation.

Imagine now that the field ¢ (x) is not well-defined everywhere. It, for instance, can have
a singularity at some spacetime point x = x,, which we signal with the notation ¢,(x;xg).
Then, the above mechanism still holds everywhere except for precisely at x as the gauge field
and transformation become ill-defined. Here, we say that the gauge field is locally, but not
globally, a pure gauge, or that the connection is non-trivially flat. The gauge field becomes
“topological" as a consequence of this ill-defined point being a seed for topological invariants,
i.e. countable objects to wrap around. More generally, defects cannot be naively lifted, so
they provide obstructions to the removal of the gauge field. Fully removing these gauge fields
requires a large gauge transformation parametrised by YW(x ), which does not connect physically
equivalent states, but configurations with different homotopic properties yielding the same
observable consequences. This means that matter fields transform like

'(x) = W(x)¥(x), (7)

but W(x) = W(x;xy) = e'#:(:%0) now carries defects. This has important implications as
these features are transferred to the transformed matter field ¥’'(x) = ¥/(x, x,), implying that
such a gauge transformation has the ability to add (or remove) defects. Hence, even though
we believe we remove topologically non-trivial pure gauge fields from a system, this comes at
a cost of altering the matter field, so they are not truly removed but hidden. This redefinition
of the matter field can also be thought of as a dressing process. This type of transformation
is recurrently found in literature, not as a gauge transformation, but as a mere identity or
mapping of matter fields. In this context, YV/(x) might be referred to as a disorder field [11].
For quantised theories, it is promoted to a disorder operator. Depending on the specific type of
defect it contains, it is typically known as a soliton, kink, vortex or monopole operator, amongst
others. If ¥(x) is an order parameter or operator, we say that the mapping has an order-
disorder operator structure [ 12-14]. This is a recurrent structure in Bose-Fermi dualities [15].
The reason is relatively simple and rarely spelled out in literature. If we consider the equal-
time (anti)commutation relations [e, e]_. of initially bosonic (fermionic) matter fields, we can
apply transformation (7) to obtain

(86, ()] = W) [$00), W) ] 80 ) + WD) [E0), ()] ®)
+ [0, W) ] 0GB (x) + W) A0, ()] () ©)
and
[/(0), ¥'(x")] . = W) [$(x), B(x)] W () + W) [$0), W ()] (10)
+ W), )] T B0 + D) A0, W ()] () - (11)

Therefore, we observe that the statistics of the original fields are transformed and depend on
the statistics of the disorder operator. We also notice that these reduce to the usual relations

'Here 1{ is simply used to indicate that it is a particular case of the general case /. This is merely a stylistic
point.
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when W(x) = 1. If the disorder operators trivially commute with themselves and with the
matter fields, the original commutation relations are preserved up to re-scaling of the matter
fields.

1.3 Bose-Fermi Statistical Transmutation

Inspired by our knowledge on disorder operators, we notice that certain canonical transforma-
tions can alter the statistical properties of quantum fields. In particular, these transformations
can be large gauge transformations but, for now, we consider them as some mathematical
mapping between fields. Let us compute a particular example for two particles in first quan-
tised formulation. This amounts to finding a transformation W(x, x,) = exp[i¢ (x;, x5)], so
that the transformed two-body wave function reads

' (xq, x5) = e PG () xp) = £ PEXDW(xy, x7) . (12)

Now, upon exchange of particle position labels we might consider some properties for the scalar
field; for instance, symmetry under exchange ¢ (x;,x5) = ¢ (x,, x1). The previous expression
then becomes

' (xq, x5) = e PC2XDW(x,, x1) = £/ (x5, X;) (13)

so we recover the original symmetry under exchange of particles. Nevertheless, we could have
considered a slightly more exotic property for the scalar field such as ¢ (xq, x5) = a+ ¢ (x5, x7)
with a € [0, 27). We then see that Eq. (12) becomes

W (g, x5) = el 1P lg (xy, x) ) = £ (x5, x7) (14)

where the transformed field picks up an additional phase a with respect to the original sym-
metry properties under exchange of the two-body wavefunction. In particular, for a = 7 this
reverses the statistical properties, so an originally bosonic two-body state transforms into a
two-body fermionic state and vice versa. More profoundly, a bare field transforms into a com-
posite one with altered — e.g. anyonic — statistics. A subclass of the possible values that the
transformed or composite field can acquire are the standard bosonic and fermionic ones.

(a) E— ®)

time
time

Figure 2: Worldline brading of particles. Encircling (b) is equivalent to a double
exchange 2x (a).

For consistency, we might want to check the exchange properties when x; = x, such
that, under exchange of labels, the field returns the identity. For a property of the form
¢ (x1,x5) = a+¢(x,, x;) when x; = x5, the associated phase factor is the same if @ = 27N for
N € Z. More generally, ¢ can be ill-defined at this point while retaining the desired structure

6



Session 2

elsewhere, i.e. when x; # x,. This implies a delicate treatment should be taken in order to de-
termine whether or not there is a Pauli exclusion principle. Examples of fields satisfying these
conditions are, once again, topological defects with singularities at x; = x,. For instance, in
2d, a non-trivial function can be a vortex ¢ (x;,x,) = arg(x; —x,). This corresponds to an
Aharonov-Bohm-type vector potential, which is not surprising taking into account it gives rise
to flux attachment and statistical transmutation. In the present context we see that this just
comes in the explicit functional form of a scalar field ¢ (x), while the rest of the discussion is
rather general. At this point, we believe to be on firm ground to motivate a framework that
brings the above ideas together.

2 Geometric Phases & Non-integrable Phase Factors

An holonomy is the failure of a parametrised system to return to its initial state after moving
in a closed circuit in parameter space. This failure can be caused by a non-trivial geometry
(i.e. a curved manifold) and is regarded as a geometrical holonomy, by a non-trivial topology
(e.g. manifolds with twists or singularities) and is then regarded as a topological holonomy;,
or a combination of both. This phenomenon manifests itself in the form of phases, generally
known as geometric phases®> which may or may not be topological. Common examples are
the parallel transport of some vector in a loop over a curved parameter space, or a closed path
encircling a hole. Let us not forget that topology can be related to geometry, for instance in the
Gauss-Bonnet theorem. It is a thing of beauty to see direct observable manifestations of curved
geometry. Geometric phases are fundamentally tied to mathematics, and it is not surprising
that this feeds into fibre bundles, as curvature is defined in terms of connections which, in
plain language, means effective gauge fields. This is a rather spectacular realisation! We now
understand that gauge fields are not just a convenient way to rewrite electric and magnetic
fields. Instead,

Gauge fields are non-measurable local probes (of the properties) of curved spaces in
which natural phenomena take place. In turn, geometric phases constitute measurable
counterpart of that.

Geometric phases come in all sorts of physical incarnations. Depending on the context they
receive different names. Those which are topological are often associated with the notion of
a winding and a corresponding quantisation. In the following we introduce a class of these
phases which plays a fundamental role in Quantum Matter. This is the Berry phase, understood
as an umbrella term. Some well-known scenarios in Quantum Mechanics can be understood
as a subclass of this type of quantum geometric phase, such as the case of the Aharonov-Bohm
effect.

2.1 The Berry Phase

Physical states are rays and not unit vectors in Hilbert space. Hence, states are defined up
to a global phase ambiguity. This ambiguity was neglected since the early days of quantum
mechanics as it was not believed to have physical meaning, but this is wrong. In particular,
a global phase of a quantum state might not return to its initial value after a cyclic evolution
in parameter space. In other words, there is a “global change without a local change”. More

2As opposed to dynamical phases.
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Vt

Figure 3: Parallel transport of a vector. (a) Given two vectors v; and v, located at
different points A and B of a manifold, we want to see whether they are parallel or
not. (b) We define a vector v, tangent to the manifold, so that it forms an initial angle
a with the vector v;. We then parallel transport the vector v; rigidly from point A to
point B, where we can compare it with v, and verify that they are not parallel. (c)
We consider the parallel transport of a vector on the surface of the curved manifold
X. At each location x € X, we can define a tangent space T,. Starting from the initial
vector v;, we rigidly transport the vector over a closed circuit so that it returns to the
initial position. The parallel transported vector v; differs from the initial vector by a
phase v, this is known as a geometrical holonomy or geometric phase.

precisely, it is the manifestation of a non-trivial holonomy, i.e. the parallel transport of a vec-
tor on a curved geometry. The Berry phase is nothing but the result of parallel transport of
quantum states in Hilbert space. Let us see this more concretely.

Consider an N—dimensional set of parameters R which can evolve in time, so that R = R (t).
Now consider a Hamiltonian that depends on this family of parameters H(R) = H [R(t)]. For
each R there exists a set of instantaneous orthonormal eigenstates of H(R) such that

H(R)[n(R)) = €,(R) [n(R)) . (15)

We assume that this spectrum is discrete and non-degenerate in R—space.

Then, the adiabatic theorem states that if a system is initially prepared in the n® eigenstate
¥, (t =0)) = |n(R(t = O))), then it will evolve into the same eigenstate at later times, as long
as the time-variation of H is sufficiently slow®. This means that in the adiabatic regime, we find

[0, (6)) = Co(8) In(R(D)) (16)

where C,(t) is a pure phase, since the time-evolution under the Hamiltonian H(R) is given
by a unitary transformation. Recall that for at time-dependent Hamiltonian H, we find that
C,(t) =exp ( — %ent). However, for a general time-dependent Hamiltonian such as H(R), we
have .

C,(t)= el7n(0) o= fo[df/en(f') , (17)

3Sufficiently slow meaning (roughly) less than the inverse of the spectral gap to other eigenstates.
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where y,(t) is some unspecified global phase shift, where the second term is know as the
dynamical phase term. We might substitute this in the time-dependent Schrodinger equation
to find

i [¥,(6)) = HIR(T¥,(0) (18)

After substitution of Eq. (16) and taking the inner product with (¥, (t)| on both sides of the
equation, we find the identity

720 = £ (ARIACRY) = {n(R(O)] < In(R(D)) (19)

Integrating over time yields

ra(t) =1 f dt’ <n(R(r’))|%|n(R(t’)))=i f dR- (n(R)| Vg [n(R)) =7,[C],  (20)
0 C

which is (parameter) path-dependent but not explicitly time-dependent, implying that the
phase y,, is not dynamical but geometric in origin. We might define the vector field

AR) =i (n(R)| Vg |n(R)) 2D

as the so-called Berry connection.

Exercise. Given (n(R)|n(R)) = 1 and, thus, Vg (n(R)|n(R)) = 0. Show that y, and A
are real-valued.

Now, note that so far we have not specified anything about the path C. In such a general
scenario, we can define a local transformation that leaves Eq.(15) invariant, for instance

In(R)) — In'(R)) = ¢ |n(R)) . (22)
From Eq.(21) we observe that the Berry connection transforms like a gauge field, namely
AR)— A (R)=A(R)+ Vg &(R), (23)

and the transformation is, in fact, a gauge transformation. The global phase also transforms
accordingly

Tn—Vn="n+ER()]—E[R(0)]. 24
The new terms appearing in the phase will not, in general vanish, which implies that the geo-

metric phase is gauge-dependent. For many years, it was assumed that, because of that, such
a global phase had no measurable consequences and thus, no physical meaning.

Now, we observe that when the circuit C describes a closed path or loop in parameter space,
meaning that after a time t = t;, we find R(0) = R(¢¢), the phase y, becomes gauge invariant.
This means that the phase can potentially have measurable physical consequences. This was
realised by Michael Berry [16], and is thus known as the Berry phase, namely

Tn [C]=§ dR-A(R). (25)
c

Having identified the Berry connection as a 1—form gauge connection, we can construct
its 2—form curvature. In other words, we can consider the more general gauge field A, (R)

and the field strength

o
—A(RY) (26)

d
Fuy(RY) = 7—A,(R*) — 3

oR,
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also known as the Berry curvature. From this we can define the spatial part of the Berry
curvature as an “artificial” or “synthetic” magnetic field in parameter space

B(R)=Vgx A(R) (27)

and reinterpret the Berry phase as a Berry flux

Ynsz dR-A(R)=JdS-B(R). (28)
X

by

over some region X with boundary d% of the N—dimensional parameter space. Even though
we talk about synthetic gauge and magnetic fields, the Berry connection and curvature are as
physical and measurable as their conventional electromagnetic counterparts, just in parameter
space.

The previous results are completely general with respect to the parameters R. Hence,
they include the particular case in which the parameter space is the real (position) space and
R = x become real-space coordinates. Similarly, they also include the particular case in which
parameter space is reciprocal (momentum) space and R = k are wave-vectors.

2.2 The Aharonov-Bohm Effect

The Aharonov-Bohm effect is one of the deepest and most unsettling modern results of quan-
tum mechanics. There are, at least, five major and interdependent insights that we can obtain
from the Aharonov-Bohm effect. We will discuss some in detail, but let us state them for clarity.

1. Gauge potentials can have observable consequences despite being in a region of
null electromagnetic fields. Thus, gauge fields are more fundamental than elec-
tromagnetic fields. Alternatively, one can give up on the interpretation in terms
of gauge fields at the expense of locality, i.e. accept quantum non-locality or the
existence of an action-at-a-distance, which has implications for causality.

2. A gauge connection can be flat or pure gauge, and yet topologically non-trivial.
This means that the vector potential, and the gauge transformation to remove it,
are singular. This leads to either, multivaluedness of the wave function or single-
valuedness plus quantisation.

3. The Aharonov-Bohm phase is an example of a geometric Berry phase effect. In this
particular case it is, in addition, topological.

4. It shows the importance of connectedness of paths in parameter space and is a
topological obstruction.

5. The Aharonov-Bohm effect can be understood as a change in spin and statistics.

The gedankenexperiment. We imagine a two-slit interference experiment for charged quan-
tum particles. A very long, thin and ideal solenoid of radius R is placed transverse to the plane
of the experiment and in between the two slits and the screen. It defines an inaccessible re-
gion for the particles and it confines the magnetic field to its core so that in all the accessible

10
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regions |B| = 0. The experiment shows appreciable shifts in the interference fringes that are
correlated with changes in the magnetic flux through the solenoid, even though particles are
not in presence of a magnetic field at any point. In an ideal infinite solenoid, the magnetic
field is constant and along the axis, meaning B = (0,0, B,) = Bé, for r <R but it is B = 0 for
r > R. Correspondingly, we can define the inner and outer magnetic fluxes ®z(r < R) = Brr?
and ®z(r > R) = BnR2. Since the problem is axis-symmetric, the only surviving components
of the vector potential are A = (0,A,(r),0) withA,(r <R) =Br/2andA,(r =R) = BR?/(2r).

Figure 4: The Aharonov-Bohm interference experiment. (From left to right) We ob-
serve an electron gun, two slits, an impenetrable region containing a solenoid placed
transversely to the plane, and a screen where an interference pattern is appreciated.
The magnetic field vanishes in every point charged particles have access to. Two pos-
sibilities for the double path are depicted in solid red and dashed green respectively.
Dashed green corresponds to the paths when there is no intensity running through

the solenoid. Solid red depict the change in the paths and corresponding interference
shift.

We imagine preparing the system with no flux on the solenoid. This allows us to define
the wavefunctions \Ifflo)(t, x) for a = 1, 2 corresponding to the two possible paths the particles
can take. Ramping up the flux introduces a change in the wavefunctions of the form

W, (t,x) = eTe w0 x) . (29)

Such a change can be incorporated in the equation of motion for a charged quantum particle
in the presence of a non-null vector potential

iyq(x) 2
¢ — [—inV —gA) +1Vvy,(x) | @ (30)

1 2
iho,v, = ﬂ[ —ihV —gAX) | ¥, =

so that for gA = hVy, we remove the gauge potential from the equation via gauge transforma-
tion. This gauge transformation is, thus, given by y,(x) = % f *dx’ -A(x’), which adds to the
local phase of the wavefunction for the charged particle. Now the interference fringes of the

11
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experiment will depend on the phase difference of the wave function ¥, = |¥_| e'% namely
= - —p© e N
A0 = 0;(x) — 62(x) = 0, (%) + y1(x) — 0, (x) —y1(x) (1

— AQ(O)(X) + % (J dx/ A(X/)—f dx/ A(X/)) = AQ(O)(X) + Y (32)
Py P,

where y = % b dx’-A(x') is the Aharonov-Bohm phase defined as the circulation of the vector
potential over the positively-oriented closed circuit defined by the two trajectories starting at
the source and ending in the screen P = P; UP,. We can use Stokes’ theorem and find y = %@B.
We can now define the overlap of the two wavefunctions

([0, = J d3x U () Wy (x) = eV (W Owl0) (33)

from where we see that for certain values of the flux &5 = nh/q for n € Z, the solenoid has no
effect on the overlap. Hence, the magnetic field in the solenoid induces a shift in the particles’
interference pattern given by

A L Aml g

A= 0rd T 2nd 1P G
despite the fact that they experience a vanishing magnetic field. Thought in classical terms this
is rather counter-intuitive, as quantum charged particles are deflected by an angle a ~ Ax/L
without experiencing a Lorentz force, yet the result is analogous to classical charged parti-
cles being deflected by a magnetic field. This leads to the usual statement that, in quantum
mechanics gauge fields are more “fundamental” # than electromagnetic fields and have mea-
surable consequences, despite being unobservable themselves.

The modern setup We now take another look at the previous effect in a more schematic
scenario. We observe that the Aharonov-Bohm bound-state problem, the particle on a ring or
in a punctured plane, threaded with magnetic flux, and the particle orbiting a flux-tube, are
topologically equivalent.

Let us consider a point particle of charge g propagating in the x—y plane under the influ-
ence of an infinitesimally thin magnetic flux tube or vortex piercing the plane along positive
z-axis. The quantum-mechanical Hamiltonian density of the particle moving in 2d is given by

_ hZ q 2
HO = _ﬂ [V—lﬁA(X)} B (35)

where the functional form of the vector potential is determined from
B=B(t,x)&, = V x A(t,x) = &5 6@ (x—x(1)) &, (36)

with the magnetic flux enclosed being

<I>B=J dS-sz( dx - A = const. (37)
by ax

and x(t) defines the location of the flux tube. Fixing the Coulomb gauge V - A = 0 and
expressing A' = —e'/ J;w, the magnetic field is written as B€, = V2w é,. Using the solution of

“In the sense that they contain more information and, therefore, provide a more complete description of Nature.
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2.2 The Aharonov-Bohm Effect Session 2

the Poisson equation in two dimensions V2G(x) = §®(x), we obtain the form of the Green’s
function and thus, the form of the vector potential

1 ; _ % x; —R;(t)
G(x) = % In|x —x(t)| + const. and A(t,x)= —ﬁ m . (38)
One could also write the gauge potential as a pure gauge or flat connection of the form
®p ®p ®p 1| X2 —Ry(t)
A(t,x)=—V —x(t)|=—V —X(t)|=—t¢ -, 39
(63 =32 Vo [x—x0)] = 32 Varg[x—x(0)] = 32 aan”! | 200 (39)

but this comes at the expense of it being singular, since the argument function is multivalued,
which prevents derivatives from commuting in B = ;’—gv x Vo # 0. Now, we are in the
position of solving the eigenvalue problem Hy¥ = EW¥ in polar coordinates x = (r, ¢) with
Ax) = % €,. Let us now assume that the charged particle is orbiting the flux tube at a fixed
radius so that the dynamics is only present in the polar coordinate. Hence, we might drop the
radial component of the kinetic term and be left with

Ho¥ = —2:;2 (a% - i%i—i)ij =E¥ and ¥(x)= \/% eNv (40)
with N € Z, so that the allowed energies of the system are
1 q 2

E= Py (hN — %‘1’3) . (41)

We observe that the spectrum is shifted according to the value of the flux. However, for multi-
ples of &, = h/q, it is left invariant, i.e. the flux tube has no effect. This can be seen differently
by considering a gauge transformation A, — A, + 9, £ that removes the gauge field, provided
it is flat. This is

2

N S
Hol —> Hyl = —— v2§ (42)
2m
- $
A—A=A—Lvyp, (43)
27
- P
\P—)\I!=exp(—ig—3cp)\ll. (44)
ham

Without further constraints, the transformed wavefunction W is ill-defined as it is multivalued.
Therefore, the only gauge transformations allowed are those for which &5 = 2nhl/q with
[ € Z, which keep the wavefunction single-valued. This topological quantisation coincides
with the invariance of the spectrum for certain values of the flux.

Small vs. Large gauge transformations

Small or conventional gauge transformations are a manifestation of gauge redundancy
and are physically equivalent configurations expressed in a different way, very much
like changing a coordinate system. Large gauge transformations, on the other hand are
topological. They typically relate homotopically distinct states with the same physical
properties. It is often said that small gauge transformations are homotopic to the iden-
tity or deform to the identity at spatial infinity, while large gauge transformations do not.

13
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A simple example is that of the Aharonov-Bohm effect. The spectrum of the theory
depends on the value of the flux traversing a solenoid. However, there is a periodicity
on the spectrum labelled by a winding number. While the Hamiltonian at 3 = 0 and
at &5 = ®, give the exact same energy spectrum, both configurations are topologically
inequivalent. These two physical states, which are indistinguishable from the point of
view of the particle are connected by a large gauge transformation. In transforming, we
are moving between equivalence classes with different winding number but the same
observable properties.

Berry phase interpretation Let us now take our flux tube and put it at the origin of R3.
A test charge particle will be found at position x, but it will be contained in a cubic box. A
reference vertex of such a box is found at X, let us imagine it is the bottom leftmost corner
of the box. The hard walls of the box provide a confining potential so the Hamiltonian for the
charged particle is now H = Hy + V(x—X,)), where H, is given in Eq. (35). In the absence of
a flux tube (i.e. for A = 0), the eigenvalue problem reads

Hp—o(x—Xo) ¥O(x—X,) = E, ¥V (x — X,) (45)

As soon as we find non-zero magnetic flux in the tube, the problem becomes HY = E, ¥ and
the original wave function acquires a phase

. +q (X /. /
T(x;X,) = el7%, (%) \II(O)(X—XO) =¢'h fxo dx’-A(x) W(O)(X—XO) , (46)

where the integral is taken over some path inside the box. This is no different than in the
original discussion of the gedankenexperiment. Now however, we might want to compute the
Berry connection in parameter space X, which is defined as the quantity

AXp) =i (V| Vg W) = iJ d>x U*(x; Xo) Vi, U(x; Xp) - (47)

Substitution of Eq. (46) and careful computation of Vx_ f ;0 dx’-A(x’) with an adequate change
of variables x’ = X, + x” yields

A(Xp) = iJ d>x [\I/(O)(X—XO)]*(—I%A(Xo)\I/(O)(x—XO)+VXO\I/(0)(X—XO)) = %A(Xo) . (48)

So the Berry connection is directly related to the Aharonov-Bohm vector potential evaluated at
x = X, . Notice that the last term in brackets in Eq. (48) vanishes due to normalisation of w(®).
Transporting the box, without changing its orientation, around a closed circuit C containing
the flux tube, allows us to compute the Berry phase defined as the circulation of the Berry
connection

(€)= § dX, - A(Xp) = %‘1’3 . (49)
C

This confirms that the Aharonov-Bohm phase can be thought of as a geometric (Berry) phase.

2.3 Many-body Aharonov-Bohm Effect

Let us consider the Physics of the many-body Aharonov-Bohm effect.

14
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Figure 5: A test particle in a box is adiabatically circulated around a flux tube.

Flux Attachment. Let us consider a gas of N identical charge-flux-tube complexes, each
carrying a magnetic flux ®5. From a distance, we can think of them as point objects located
at position x = x;(t). The magnetic field experienced by each object is

b(t,x) = Vy, x a(t,x) = D &5 67(xi —x))¢, . (50)
J#i

In the Coulomb gauge, the corresponding vector potential is

a(t’xi):&Zin(p(xi_xj)_@_BZM; (51)

27 ‘T 21 ‘T Ix; —x;2

where ¢ is the polar angle. Defining the number density of point particles as n(t,x) = Zivzl 5@ (x—x,),
we can re-express the initial magnetic field as b(t,x;) = &z n(t,x;). This links the magnetic

field felt by one particle with the local number density of particles. Such a relation corresponds

to a many-body version of the Aharonov-Bohm effect. Replacing the local point-particle num-

ber density n(t, x;)

Statistical Transmutation. The natural angular variable is the polar angle, which can take
values in S! and has a singularity at x = 0, so the relevant homotopy group is m;(S!) = Z.
This can be formalised by means of the argument function ¢,,; = arg(X,;) = arg(x, —X; ; &),
where the angle is taken with respect to some arbitrary reference, in this case, the x-axis. The
exchange property for this function reads ¢,;, = 7 + ¢;,. We can now compute the gauge
potential as

a(xi):anifb(xl,...,xi,...,xN)zavxi(Zqﬁab) =aV [ > b+ D bu] (52

a<b i<b a<i
=aV [ D lpu+ D (1t i) | =aVi[ D ¢y+ > 7] (53)
i<b a<i J#L a<i
—a ) Vyarg(x—x;38) =a ) Vy arg(%), (59)

J# J#L

15



2.3 Many-body Aharonov-Bohm Effect Session 2

for which one can define a magnetic field and verify that there exist a relation with the charge
density n (x;) of the form

b(x;) =Vy xa(x;)= aZZn 5@ (x; —x;) =2man(x;). (55)
J#

In other words, we naturally recover local flux attachment. The associated gauge transforma-
tion in this case is commonly known in literature as a statistical or singular transformation,
and reduces to

U (xq,...,Xy) =e'® Lim<t AT80km %15 &) W (X1,.--,XN) (56)

where the sum in the exponent is over all particles. Hence, for a given pairwise exchange of
particles i «— j, where 1 <i < j < N, a corresponding 7 phase from the argument function
is collected by the composite wavefunction for every e i%®a¢i%®sa term i < a < b < j. This
yields a statistical factor y;; = Fann, where n € Z is the number of a < b possible pairs.
This is nothing but a many-particle Aharonov-Bohm phase for flux a.

2.3.1 Chern-Simons Gauge Theory

Alternatively, such a peculiar choice of gauge potential is provided by construction, if the
correct term is incorporated at the level of a field theoretical Lagrangian. We make use of the
quantised Abelian Chern-Simons term at level 1/a with a € Z, minimally coupled to matter
via source term

S dtd*x e""*a,0,a; — f dtd*x j*a, . (57)

- 4ra
Computing the Euler-Lagrange equations for the gauge field in the presence of the matter

source we are left with 1
jMZﬁEHVAavCAll, auj":O, (58)

where the current time component becomes nothing but a constraint equation or Gauss’s law
of the form
V xa(t,x)=2naf(t,x) (59)

which we can attempt to solve in the Coulomb gauge V -a = 0. This allows us to write the
vector potential as a = V x ¢, so that the Gauss’s law becomes

1
n(t,x) =5 —V¢(t,%) (60)

that can be solved using conventional Green’s function methods to find that & (t,x) = a V & (¢, x)
and

@(t,x):Jdlecp(t,x—x’)ﬁ(t,x’), (61)

where ¢ (t,x) = tan"! (y/x) is the conventional polar angle, and where we have assumed
that the “charge” density is point-like so that the Chern-Simons gauge potential can be written
as a pure gauge. This is nothing but the field theoretical version of flux attachment previously
found in first-quantised language. The corresponding singular gauge transformation is

¥ (t,%) = e *¥E0 G (¢, %) . (62)
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A Connecting Geometry and Topology

The Wu-Yang dictionary [8] constituted the first explicit connection between the field of gauge
theory in Physics and that of differential geometry in Mathematics.

Gauge Theory Language Fibre Bundle Language

Gauge Principal coordinate bundle (A, ), ex
Gauge Transformation (I/) Transition function (®,.)

Gauge Field (4) Connection on a principal fibre bundle (T')
Phase factor (®,;) Parallel transporter or holonomy

Field strength (F) Curvature (£2)

Gauge group (G) Structure group of the principal bundle
Minimal coupling Covariant derivative

Table 1: Wu-Yang dictionary [8] of terminologies between Physics and Mathematics.

A relatively simple translation of terminology between concepts in electromagnetism and
fibre bundle theory allowed devising a much deeper revelation between entire fields of appar-
ently unrelated disciplines, i.e. a scientfic version of a Rossetta Stone. The recognition that a
gauge field is nothing but a connection on a fibre bundle provided physicists with a passage
to the true revolution taking place in differential geometry through the work of Shiing-Shen
Chern [17, 18] — sometimes referred to as the “father of modern differential geometry” —,
from which modern understanding of general relativity, condensed matter and quantum field
theory have greatly benefited. Let me be a bit more concrete on why this is a big deal.

There exist ways to connect Geometry with Topology.

The previous statement is incredibly non-trivial, since (local) Geometry and (global) Topology
appear as disjoint subfields of Mathematics studying different properties of a given object
...or so people thought. The direct connection between these fields was already hinted by the
Gauss-Bonnet theorem, known since the mid 1800s. But it was not until the work of Shiing-
Shen Chern more than 100 years later — through the introduction of the Chern-Gauss-Bonnet
Theorem and Characteristic Classes —, that this connection was brought to its current full glory.

Gauss-Bonnet. The Gauss-Bonnet theorem establishes that, for a closed two-dimensional
surface %, there is a relationship between the total curvature of surface and its Euler charac-
teristic y =2—2g—b € Z such as

J K=2my(%), (63)
2
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where g is the genus, b is the number of boundaries, and K = kx5 is the Gaussian curvature at
a point x expressed in terms of the principal curvatures of the surface. Therefore, integrating
a local property of a manifold we obtain knowledge about its global structure. This theorem
is reminiscent of the definition of the first Chern number integrating the curvature of a gauge
connection fz F = 2mc,. This is not by chance, they are examples of elements of Characteristic
classes classifying fibre bundles, whose existence is ensured by the Chern-Weyl Theory and the
Chern-Gauss-Bonnet theorem. Characteristic classes are gauge-invariant cohomology classes
associated to a base space X quantifying the topological non-triviality or the degree of obstruc-
tions of fibre bundles. They associate topologically-invariant numbers to the integral of the
2n-forms Tr(F™), which are nothing but powers of the curvature 2-form F = dA+AAAof a
gauge connection. Amongst these classes we find the Euler class and the Chern class, to which
the previous examples are particular instances of. The whole family of invariants is defined as
follows.

Chern Classes. Given a 2n-dimensional manifold > the n-th Chern number is defined as the
integral of the n-th Chern class C,(F) € H*"(X)

= f C,(F), (64)
y2n

where the total Chern class is generated from

C(F)=det(]I+ii)=1+C1(F)+C2(F)+... (65)
27
SO
Co(F)=1 (66)
C1(F) = —Ti(F) 67)
21 .
Cy(F) = %(i)z[Tr(F)/\Tr(F)—Tr(F/\F)] (68)
(69)
i \n

C,(F) = (5) det(F) . (70)

For compact manifolds Chern numbers are integers. Other important classes are those of
Pontryagin and Euler.

B Topological Solitons

Topological quantum matter is no more than conventional quantum matter in which either
the underlying fields find themselves in topologically non-trivial configurations, i.e. they are
theories with defects, or the manifold they live in is itself topologically non-trivial. Topolog-
ical defects come, mathematically, in the form of singularities, twists, discontinuities and, in
general integer countable ill-definitenessess or oddities in functions. Such countable robust
objects provide the origin of topological quantisation. They appear in Nature in the form
of topological solitons or "lumps", examples of which are kinks, vortices, monopoles, domain
walls, skyrmions, merons, hopfions, but also knots, dislocations and disclinations [4,6,19-22].
These defects are not necessarily point-like, but can be extended objects, with a characteristic
dimension n. For instance, a vortex or a dislocation in 3d matter consists of a string of singu-
larities. This implies that its effects can be felt non-locally, i.e. far away from where we would
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Figure 6: Screw dislocation in a lattice system. The topological defect is located in
the bulk of the material, but its effects propagate to the boundary. (Left) Bulk of the
material. The path around the disclination line is helical featuring a mismatch or slip.
This part of the figure has been extracted and modified from Ref. [9]. (Right) Two
topologically inequivalent Burgers circuits are shown. The purple circuit encloses a
defect, which appears as a single line crossing in the contour, signaling a non-null
holonomy.

locate the defect (see Figure 6). It is, thus, not surprising that their presence and properties
are characterised by non-local observables such as the Burgers circuit for dislocations in solids
or the Wilson and ’t Hooft loops in parameter space of gauge theories. These defects stand
out in an ordered configuration — or symmetry-broken phase — of the corresponding field
and, in fact, can drive a transition, e.g. Berezinskii-Kosterlitz-Thouless (BKT) transition. This
happens already in classical systems and it is relatively common in soft-matter physics [9]. An
important quantity is the relative dimensionality between that of the defects and that of the
system. This is known as codimension 6 =d —n.

. V@ N A 6(2)

A

A A

Y

>

§

Figure 7: A topological soliton is a change of configuration in the (ordered) broken-
symmetry phase. The groundstate has a Z, degeneracy with equal weight. This
situation describes the case for a Ginzburg-Landau theory of a real scalar field ¢ in
a quartic potential.

It is particularly interesting to think, for instance, of spin models which live in a spatial d-
dimensional lattice and have internal degrees of freedom with an associated symmetry group,
for instance SO(3), corresponding to the group of three dimensional rotations in this internal
space. Let us call the dimensionality of this internal space q. Now, in addition, defects can
appear on either the physical or the internal degrees of freedom, each having an associated
dimensionality n. For instance, a point defect has dimension n = 0. It is easy to realise that
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the interplay of d, q and n will be critical to determine the properties of the system.

A Topological Summary

Topological soliton configurations provide the bridge between conventional quantum
matter and exotic topological phases. The interplay between relative dimensions of the
order parameter g, the defect n and space d, determine the topological stability and
classification of the solitons.

Sometimes topological solitons can have localised profiles in parameter space, can be stable
against decay and cost a finite amount of energy to create. In these situations, they behave
like particles and are effectively treated as such. In quantum matter, these topological solitons
can appear as quantised excitations of the system.

(b)

Figure 8: Topologically equivalent vortices for k = +1. (a) 6, =0, (b) 6, = 7 and
(c) 6y =2m.

Equivalence of defects Consider a system living in two-dimensional space with an order
parameter that has two components which can rotate in the plane. In other words d =g = 2.
An example can be the magnetisation in an xy model in x = (r, ) in polar coordinates
(m(x)) = m, ( cos 6(x), sin G(X)) (71)
so that VO(x) = %éq, has a point singularity at x = 0, a vortex. Provided ¢ € [0,27) the
order parameter satisfies periodicity (m(60)) = (m(0 + 27k)) with k € Z. We see that the
vortex function is 6(x) = k¢ + 6,. Different configurations of vortices are possible varying
both k and 6. However, k labels topologically distinct vortices, while 6, labels vortices within
the same equivalence class that can be smoothly deformed into one another (see Figure 8).

(a) (b) (©)
= } s~ A1

|

Figure 9: A vortex is smoothly lifted by ferromagnetic alignment perpendicular to
the plane.

Pairs of opposite sign defects tend to distort the system close to them, but not globally. For
instance, a pair of +1 vortex and —1 (anti-)vortex in a fluid distort the flow locally, but do
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not change the global topology of the system as k., = +1 —1 = 0. In fact, the pair vortex-

antivortex can annihilate as they are a topologically equivalent configuration to no defects at
all.

Stability of defects Homotopy theory constrains which configurations are topologically triv-
ial or not. Non-trivial configurations are robust as there is an energy cost associated to a change
in topological sector. According to this [9], we find that:

* When g > 6 there are no stable defects. See Figure 9 as an illustration.

* When g < 6 it is not possible to construct configurations in which the order parameter
rotates continuously.

Fermionic Zero Modes

Let us consider a Dirac fermion in one spatial dimension in the presence of a kink or
domain wall. This situation is a simplification of those treated by Jackiw and Rebbi [23],
and Goldstone and Wilczek [24]. The system is governed by a modified Dirac equation
of the form

[—i6%0, —m(x) 67 ](x) = E4p(x) (72)

where we recall that in d = 1 a Dirac fermion is a two-component spinor variable. The
mass term is a topological soliton of correlation length £ and spatial profile

x
m(x) = mg tanh (—) . (73)
V2¢

An exact diagonalisation of this system reveals that the spectrum is complex. The real
part of the energy is roughly linear, gapped, and presenting states at zero energy. A naive
linearisation of the spectrum gives & ~ +4/k2+ m(z) , which is a pseudo-relativistic
spectrum with a symmetric gap A = £mg. This correctly captures the general features
of the system but misses the unusual behaviour in the middle of the gap. Let us try to
shed some light on this by considering the wavefunction ansatz

()= exp (éyj dx’ n(x’))wo, 74)
0

where 1)), is a spinor constant and n(x) is an arbitrary function. Upon taking the spatial
derivative, we find that d,14(x) = 1n(x)&7 4 (x). This identity can be rewritten as

[—i6°8, —n(x)6%|¢(x)=0. (75)

Comparing Eq. (75) with the initial Eq. (72), we realise that, for n(x) = m(x),

YP(x) = exp ((“ry f
0

is a valid solution to the system and has energy E = 0. It is a fermionic zero mode or
zero-energy bound state. We can show that it is a bound state as it is normalisable and it
decays in the limits x — +00. It is enough to choose a certain eigenstate, for instance
Gy =YY, for 0¥ =—1 and Py = (uo vO)T = (1 i)T, to find the explicit solutions
(see Figure 10).

X

dx’ m(x/)) Yo (76)

21



REFERENCES Session 2

() (b)

T

Figure 10: One-dimensional Dirac fermion in the presence of a kink. (a) Dirac dis-
persion relation featuring a zero energy state. (b) Kink mass profile. (¢) Computed
solution for the Dirac matter field.
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